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Summary
3D motion capture is an indispensable tool employed in multiple research domains such as
rehabilitation, sports science, and robotics. This technique necessitates a thorough calibration
of each camera’s intrinsic properties, the alignment of all cameras in a shared spatial context,
and accurate 2D point tracking. With these calculations, it is possible to triangulate landmark
locations and reconstruct movement dynamics. Historically, this process has relied on costly
proprietary tools, though the emergence of open-source pose estimation tools and the availability
of high-quality consumer-grade cameras have paved the way for innovative approaches.

Caliscope is a Python package designed to automate the process of camera calibration and
landmark triangulation using pre-recorded video, enabling a range of camera hardware setups
and tracking solutions to be employed. User interaction with the software is facilitated through
a graphical user interface (GUI), which provides visual feedback to assist in troubleshooting
and quality control.

Statement of need
Commercially available motion capture systems composed of proprietary hardware and software
can be prohibitively expensive. A 10-camera Vicon system, for example, can cost approximately
$50,000 (Cinematography Database, 2021). This presents a hurdle for researchers, particularly
those who study clinical populations with movement disorders that make travel to a research lab
challenging. Transporting data collection tools to where these clinical populations already are
could expand the pool of potential research participants, but presents risks and limitations given
the cost of the equipment. Rehabilitation researchers would benefit from an open-source tool
that decouples data acquisition from data processing in motion capture systems. This enables
the development of lower cost hardware configurations that may be more easily deployed to
multiple data collection sites, expanding the scale and ease of data collection.

The emergence of machine learning tools for automated 2D landmark tracking has facilitated a
variety of open-source motion capture projects. DeepLabCut (Mathis et al., 2018), for example,
allows for the rapid training of custom pose estimation models, applicable to a range of animal
subjects, including humans. It offers 3D stereotriangulation using two cameras.

Expanding beyond two cameras enhances landmark localization and mitigates landmark
occlusion but adds significant complexity to the calibration process. While OpenCV (Bradsky,
2000) enables straightforward single and stereocamera calibration, calibrating more than two
cameras requires the use of bundle adjustment (Triggs et al., 2000), leveraging optimization
tools such as ScipPy (Mayorov, 2015; Virtanen et al., 2020).

Anipose (Karashchuk et al., 2021), which integrates with DeepLabCut, automates the bundle
adjustment process for multicamera calibration as well as the triangulation of 3D landmark
positions from more than 2 views. To facilitate the calibration process, Anipose simplifies the
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underlying camera intrinsic parameters, using one parameter each for the pinhole camera and
distortion. A process of iterative bundle adjustment is used to remove the impact of outlier
results in the calibration.

Caliscope carries forward the triangulation code of Anipose, but provides dedicated estimation
of camera intrinsics according to the standard camera model employed by OpenCV (Bradsky,
2000). It therefore estimates 4 parameters for the pinhole camera model, and 5 parameters for
the lens distortion. This is in contrast to the 2 parameters estimated by Anipose (focal length
and a single distortion paramters). With more accurate and precise intrinsic parameters, the
bundle adjustment computes quickly without the need for an iterative approach.

FreeMocap (Cherian et al., 2024) is another notable open-source motion capture project.
It uses the original calibration process developed by Anipose. Unlike Anipose, FreeMocap
uses Google’s Mediapipe (Lugaresi et al., 2019) for pose tracking, which avoids the more
complicated setup required by DeepLabCut. Caliscope also uses this approach for ease of
execution, though defines the Tracker as an abstract base class that is implemented with
multiple versions of Mediapipe tracking (i.e. pose, hands, and holistic). This flexible framework
is intendeded to facilitate the integration of additional landmark tracking tools in the future,
such as MMPose (MMPose Contributors, 2020).

Pose2Sim (Pagnon et al., 2022) is another tool that merges both camera calibration and
markerless pose estimation. Similar to Caliscope, Pose2Sim employs a camera model composed
of 4 pinhole camera parameters and 5 distortion parameters. Additionally, both projects export
their output to the .trc file format to facilitate integration with the biomechanical modelling
software OpenSim. While Pose2Sim does not perform bundle adjustment to refine the extrinsic
camera estimates, it does provide a number of features that are valuable components of a
motion tracking workflow which are not present in Caliscope and would be useful in future
motion tracking tools. These include the ability to calibrate camera extrinsics based on scene
elements, the capacity to distinguish between multiple subjects in view at once, and more
sophisticated triangulation methods that can incorporate the confidence of a model’s prediction
of a pose landmark.
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